Fast Adaptive First-Order Semidefinite Programming for Data-Driven
Linear Quadratic Regulation

Reza Rahimi Baghbadorani, Peyman Mohajerin Esfahani, and Sergio Grammatico

Abstract— We study the data-driven finite-horizon linear
quadratic regularization (LQR) problem reformulated as a
semidefinite program (SDP). Our contribution is to propose two
novel accelerated first-order methods for solving the resulting
SDP. Our methods enjoy adaptive stepsize and adaptive smooth-
ing parameters that speed up convergence and in turn, enhance
scalability. Finally, we compare our accelerated first-order
methods and show their benefits via numerical simulations on
a benchmark LQR example.

I. INTRODUCTION

Linear matrix inequalities and in general semidefinite
programs (SDP) are ubiquitous in system analysis and
control design [1]. Therefore, semidefinite programming
has become an important tool especially in data-driven
control design because both the decision variables and the
constraints are high-dimensional. In fact, data-driven control
requires a large number of sampled data, which in turn,
increases the number of decision variables in the associated
SDP [2], [3].

For solving an SDP with high precision, second-order
methods, such as the interior point method, are available,
but suffer from high computational complexity [4], [5],
[6]. Instead, first-order methods are the most popular for
the high-dimensional SDPs. Specifically, two classes of
first-order algorithms are mainly used: subgradient [7] and
mirror descent [8] (which exploits the structure of the
constraints). In their original formulation, these methods
require O (1 /62) iterations to reach an e-neighbor of an
optimal solution.

Thanks to the pioneering work by Nesterov [9], [10],
one can exploit the structure of the objective function in
the SDP, use its soft-max smooth approximation, and then
apply an accelerated first-order method [11]. Remarkably,
Nesterov’s algorithm needs O (1/¢) iterations to reach an
optimal solution with € precision.

The main practical problem with [9] and [10] is perhaps
that one should fix the smoothing parameter based on
the desired precision, which however affects the stepsize
choice. Consequently, having a small error ¢ requires a small
stepsize, which in turn reduces the convergence speed. Some
recent works attempt to address this issue. The authors in
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[12] use an adaptive smoothing parameter with a conditional
gradient descent with convergence rate O (1 / 62). Another
adaptive smoothing technique is proposed in [13] with
O (1/e) iteration complexity. The technical issue with this
method is that the stepsize and the smoothing parameter
decrease strictly throughout the iterations, thus resulting in
slower convergence in practice.

In this paper, based on Nesterov’s smoothing technique,
we propose an adaptive stepsize-adaptive smoothing
technique for SDPs that we apply to the data-driven
finite-horizon LQR problem [14], [15]. Our theoretical
contribution is to prove the convergence rate O (1/¢)
for our proposed algorithms. Thanks to the adaptive
stepsize and adaptive smoothing parameters we obtain
faster convergence in practice. Differently from [13], the
stepsize is non-increasing and in fact, in our numerical
experience, it does not strictly decrease in many iterations.
Instead, our smoothing parameter strictly decreases in each
iteration, which results in a smaller approximation error. In
summary, our adaptive (non-increasing) stepsize yields the
best theoretical limit convergence rate (O (1/¢)), while the
adaptive smoothing parameter enhances the precision of the
algorithm itself.

Next, when applying our methods to the data-driven finite-
horizon LQR, we make the same (surprising) observation as
in [16]: By increasing the number of samples in data-driven
finite-horizon LQR, the number of iterations needed to
reach the desired precision is decreased. One plausible
explanation is that the information on the system dynamics
is richer with more sampled data and thus the task of the
solver is simplified. It is worth noting that by increasing
the number of samples, the complexity per iteration grows.
Nevertheless, we do not notice any noteworthy changes in
our numerical experiments.

The paper is organized as follows. Section II contains
the problem statement and rewrites the LQR problem as
a semidefinite program; in Section III we propose our
novel first-order methods for solving SDPs; Section IV
benchmarks our algorithm in a data-driven finite-horizon
LQR design. We conclude the paper in Section V where we
highlight some future research directions.

Notation: For a square matrix A, Tr(A) refers to its trace.
A = 0 denotes that matrix A is positive semidefinite. We
use the notation w(k) ~ N(0,W) to show the Normal



distribution with zero mean and variance W. The notation
B = diag(Ay,...,A,) is utilized to denote the block
diagonal matrix B with sub-matrices A1, ..., A, as diagonal
components.

II. LINEAR QUADRATIC REGULATION VIA
SEMIDEFINITE PROGRAMMING

A. Model-based linear quadratic regulation

Consider a discrete-time linear system
x(k+1) = Ax(k) + Bu(k) ()

where x € R™ is the state, v € R™ is the input, and A
and B are the dynamics matrices of (1). The states of the
system are assumed to be measurable and the pair (4, B)
is controllable. To compute the optimal control sequence
up,n—1] = (u(0), ..., u(N — 1)) over the horizon N € N
one might solve the following stochastic linear quadratic
control problem [17]:

)Qxx(N )

min  Exz" (N
Pk

st. z(k+1) = Az(k) + Bu(k) + w(k)

where
Q= {Qd"‘ Qouu] > 0.

Moreover, according to [17, Prop. 1], (2) can be reformulated
as the following covariance selection problem:

min Tr (Qxx Vax(N))

V(0),...,V(N)30
N—1
+2 k=0

Tr(QV(k))

S.t. (3)
Vix(0) = I,

[A B] V (k) [A B]T I = Vie(k +1)
Vke{0,...,N—1}

where

w-fty t-sf)e]

and the corresponding control law is then
u(k) = Vi (k) Vi (k). )

In view of [14, Th. 2] we can reformulate the covariance
selection problem in (3) as an SDP which can be solved via
first-order optimization algorithms.

Lemma 1 (LQR via SDP) [14, Th. 2] The optimal control
law in (4) is equivalent to the K solution of the following
problem:

Vminz Tr(Qxx Vax(N))

XX s/

+ 0 Tr(QuVan () + QuuZ(K))
S.t.
Via(0) 3= I, ©)
Vix(k + 1) — (A + BK (k))Vax(k)(A + BK (k)T
i
Z(k) — QUK (k)Vi (k) K (k) TQL? %= 0
Vk €{0,...,N — 1}, where
Vi 1= {Vix(1), - .., Vix (N)}
K :={K(0),...,K(N — 1)}
Z:={Z2(0),...,Z(N - 1)}.
[

With the aim of applying our own optimization algorithms,
let us first rewrite (5) in standard SDP form. Thus, we define
an auxiliary variable H (k) = K (k)Vix(k), and exploit the
fact that Vi > I, and the Schur complement inequality.
Next, we define the matrices:

[ Va(k+1) =1,  AVi(k)+ BH(k)
0= s sy .
Z(k) i H(F)
D(k) = 1/2
" ( w H(k)' Via () ](m+n)X(m+n)
and the block diagonal matrices
X =diag (C(1),D(1),...,C(n), D(n))

F= dlag (02n><2n7 Qum Qxxa ceey
Then (5) is equivalent to
{ min Tr(FTX)
X

020 Quus Q)

(6)
subject to X € Sf(3n+m)XN(3"+m)

The sparse structure of X allows us to simplify the SDP in
(6). In fact, thanks to the symmetry of Vi, Z, C, and D,
we have o = N( 5n+3)+mn+ — m (m 4+ 1)) variables.
Therefore, we can write (6) in vector gorm as

min C
{ yER> y

st. Go+G*(y) =0 (7

Py=5>
where ¢ € R G*(y) = Y ,vGi Gi,Gy €
SN(3n+m)><N(3n+m)’ P € RN(2n +n)><a and b €

RN(n*+1) can be written explicitly by A, B, Qxx> Quu,
and F'. Finally, the problem in (7) is in standard form of
dual semidefinite programming [5]. We note that SDP in (7)
requires the knowledge of the dynamics in (1).



B. Data-driven linear quadratic regulation

A recently popular alternative to model knowledge is
represented by the so-called data-driven approach where
input-state experimental data are available [18], [19]. Let us
consider the data-driven finite horizon LQR problem via SDP
as well.

Lemma 2 (Data-driven LQR via SDP) [14, Th. 3] Con-
sider sampled input d, o1 and state d[o7) data with
length T' of system (1). Let matrices Uy 1, Xo1, and X1 T
be the Hankel matrices of the experiment data satisfying the
persistent excition condition. Then the optimal control law
for system (1) is given by

K (k) = Upr R(k)V. ' (k)

where the matrices R(k) and Vi(k) are given by solving
the following optimization problem:

i Tr(QuVia (V)
+ N Tr(Qu Vi (k) + QuuZ (k)
S.t.

Vix(0) = I,

Vi (k) = Xo 1 R(k) ®)
‘/xx(k + 1) - In Xl,TR(k)
RT (k) X{ 7 Valh) | 77
Z(k) {2UsrR(k)
R(k)TUS 1 Qui? Vi (k)
Vk €{0,...,N — 1}, where
Vix 1= {VQx(l),-~-,V§x(fV)}7
R = {R(0),...,R(N — 1)},
Z:={Z(0),...,Z(N —1)}.
]

Similarly to section II-A, we can also rewrite (8) in SDP dual
form. We emphasize that the computational cost of solving
(8) grows with the size of the data.

III. FIRST-ORDER ALGORITHMS FOR SDP IN
DUAL FORM

In the spirit of the smoothing technique for non-smooth
convex optimization [10], we introduce an accelerated first-
order method for solving (7). In the first version of the
algorithm, we fix the smoothing parameter (1) and change
the stepsize (¢) adaptively and in a second version of the
algorithm, we update both parameters adaptively.

A. Smooth approximation

The problem in (7) is equivalent to

min ¢y

yeR>
st A(Go+G*(y) =0 )
Py=1»

where \; > ... > ), are the eigenvalues of Gy + G*(y)
in (9). Since the objective function in (9) is affine in y, the
solution is attained on the boundary of the feasible region.
Thus (9) can be written as

min ¢y st A\ (Go+G*(y)) =0 <

€Py=b
i Ty st @ W) -Gy =0 10

min
yEPy=—

The equality constraints in (10) are well suited for applying
the method of multipliers. However, the function A;(+) is not
differentiable; a common approach is then to use Nesterov’s
smooth approximation of A;(-) [10].
Lemma 3 (Smoothness regularity) [10] Let X € S™ and
€ RT. Then the function

X /u)) (1n

fu(X) = plog (Z exp(\

is convex and twice differentiable with gradient

<Z exp(Xi(X)/ u)) Z exp(\

where q; is the i column of the unitary matrix Q in the
eigen-decomposition QXQ™ of X. In addition, f,(X) satis-
fies the following inequalities due to the Lipschitz continuity
Of )\1 N

V(X X)/mwaiq

A(X) < fu(X) < M(X) + plogn. (12)
Therefore, lin%) fu(X) = A (X).
=

Also, the gradient V f,,(Go+ G*(y)) is Lipschitz continuous
with constant ||G||?/u, where |G| = max{Hg Moo |
[l =1}. u

By using a smooth approximation of A;, we can apply the
method of multipliers to a smoothed variant of (10), i.e.

[ min Ly (y,v;0) (13)
where
1
Ly, vi0) = = y=vfu(G"(y)=Go)+ 5~ Fu(G" () ~Go)?

The following Algorithm 1 summarizes the augmented La-
grangian method for solving (13) [20, Chapter 17]. This
algorithm has two loops where the inner loop minimizes the
penalized function and the outer one updates the Lagrangian
multiplier. In practice, it is extremely important that the inner
loop algorithm is very fast and computationally inexpensive
to speed up convergence. For this specific purpose, next we
propose two novel accelerated first-order methods.

B. Adaptive stepsize method

We first consider the application of an adaptive accel-
erated gradient descent method for minimizing a smooth
convex function [21], where the stepsize is chosen adap-
tively. Namely, we fix p (smoothing parameter) based on
desired error in (12), and then minimize £, (-,v";0;) with



Algorithm 1 Method of multipliers for equality constraints

Require: 1 > 0, o¢ > 0, tolerance € > 0, starting points y;
and 1/°
1: fort=0,1,2,... do
2:  compute y; = Pryn:irl bﬁu(y,yt;at) by starting at y;

(terminate if |V, L, (y,v";04)|| < e or after specific
iterations) >Inner loop
if final convergence test satisfied then

STOP with approximate solution yy,
end if
Update Lagrange multipliers:

1
Vit =t — —fu(G"(y) = Go)
t
7. Choose new penalty parameter o;y1 € (0, 0¢)

8:  Set starting point for the next iteration to y7,; = y;
9: end for

AN A

an adaptive stepsize. The following algorithm can be used to

minimize £, (-, v*;0;) in the inner loop of Algorithm 1:

zo =1, Po =0,

Bra1 =1+ /1+467)/2, v = (1 = Br)/Br+1,

. max VL, (xp,viio)T

k cgck_l{m wl@ Vi)
Vfﬂ(xk — (VL (zg, v 00), 085 00)
—§||V£M(xk, vho)||? > O} > LineSearch

Ykt1 = T — GV Ly (z, V5 0),

Trt1 = (1= ) Yr+1 + VeYn

(Algorithm 2)

Unlike Nesterov’s algorithm, the stepsize used in the above
algorithm is not fixed. In Algorithm 2, the stepsize begins
with a large value and it is non-increasing. Additionally, the
linesearch in Algorithm 2 establishes the lower bound for the
stepsize at 1/2L, where L represents a smooth constant of
the objective function [21]. The adaptively changing stepsize
contributes to the acceleration of the algorithm towards
achieving the best theoretical convergence rate.

C. Adaptive-smoothing adaptive-stepsize method

Now we introduce an extension of Algorithm 2 where we
have an adaptive smoothing parameter besides the adaptive
stepsize (the difference is just in the stepsize and the smooth-
ing parameter update). The idea is that an adaptive smoothing
of A1(+) in (10) should result in better convergence speed and
approximation error.

Theorem 1 (Convergence of adaptive smoothing)
Consider the non-smooth function f(-) = A\ (:). Let € > 0
be a desired precision and T the number of iterations
of Algorithm 3. If T > D/e, then f(yr) — f* < & where

D= 2\/2 logn (|lu1 |2 + CoB201 + (ab — b+ a)uo log néo/33),

in which 61 = fy,, (y1)— f* and w1 = prv1—(B1—1)y1 —z*,
that is, they only depend on the initial conditions and optimal
solution. |

bk
(a—1)+aBin
a—1 B?
Cr Cr<nCa::)E1{C| vfuk+1 (xk‘)vaqu (xk - CvkaJrl (xk))

1
—§||Vf,4,€+1(xk)\|2 - % logn > 0} > LineSearch

Mrr1 = max{ b } (a>1,b>0)

" 2logn

Yk+1 = Tk — Ck:vfp«k+1 (‘Tk?>7
Try1 = (1 = V) Yk+1 + YUk

(Algorithm 3)
To improve the convergence speed, Algorithm 3 can
be used in the inner loop of Algorithm 1 to minimize

L,(-, v 00).

Remark 1 (Convergence of adaptive stepsize) The same

convergence rate can be proven for Algorithm 2 by fixing
w=c¢e/(2logn). [ |

IV. NUMERICAL SIMULATIONS

In this section, we compare our Algorithms 2 and 3 with
Nesterov’s accelerated gradient descent (NAGD) when used
in the inner loop of Algorithm 1. The numerical performance
of these algorithms are evaluated on a batch reactor system,
a discretized version [22] with sampling time 0.1s, which
has unstable open-loop dynamics:

[A[B]=
1.178 0.001 0.511 —0.403 0.004 —0.087
—-0.051 0.661 —0.011 0.061 0.467  0.001
0.076 0.335 0.560  0.382 0.213 —-0.235
0 0.335 0.089  0.849 0.213 —-0.016

In the simulations, we take the cost weights Vix = I and
Vi = Io. The inputs and initial conditions for the states,
and the initial condition for the optimization algorithms
are randomly generated with a normal distribution. The
smoothing parameter () for NAGD and Algorithm 2 is set
to 0.01, and the initial value of the Lagrangian coefficient (o)
is chosen randomly (the number of outer-loop iterations in
Algorithm 1 is fixed to ¢t = 1,2,---,10). All random data
are the same for the different algorithms and the various
simulation scenarios.

To compare the algorithms, we consider two scenarios. In
the first one, we terminate the first-order methods in the inner
loop of Algorithm 1 after 300 iterations by fixing the number
of data (IT' = 15) and the control horizon (/N = 10). Figure 1
illustrates the histogram of objective cost in (8) by running
the system with the achieved controllers with the solution
of Algorithm 1 for 10 seconds. We see that Algorithm 3
reduces the objective function more than other algorithms.
The Riccati optimal controller, constructed using the exact
dynamics of the system, is used as a benchmark. In the
second scenario, we change the length of the data and of the
control horizon from 7' = 10 to 7' = 30 and from N = 10
to N = 20, respectively. In this case, the optimization
method in the inner loop of Algorithm 1 is terminated if
VL, (y, vt 00)| < &= 107" Figure 2a shows the number
of iterations versus the control horizon when the length of
data is changed from 7' = 10 to 7' = 30. Remarkably,
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Algorithm 2 and Algorithm 3 need fewer iterations to achieve
the desired error. In another experiment, in Figure 2b, we
plot the number of iterations needed to reach the desired
error versus the size of the data by fixing the control horizon
from N = 10 to N = 20. An interesting observation is that
the more data we have, the fewer iterations are needed to
reach the desired error. We note that by increasing the size
of the data the complexity of each iteration increases, yet we
observe overall no significant change in the simulation time
(Figure 2c).

V. CONCLUSION AND FUTURE WORK

The data-driven finite-horizon linear quadratic regular-
ization problem can be solved very efficiently and very
accurately via semidefinite programming with adaptive ac-
celerated first-order methods. Interestingly, by increasing the
size of the experimental data, the number of iterations for
solving the corresponding semidefinite program decreases.
One problem associated with the smoothing parameter is its
independency from the optimization variables. Breaking this
independency via a suitable update rule is left as future work.

APPENDIX
A. Proof of Theorem 1

First, we show the function reduction of f(-) and its
smooth approximation f,.

(Lemma (3))
fuk+1 (ykJrl) - f(Z) <

Funar Wkt1) = frupgn (2) + pieg1 logn
< S Wkt1) = Fupsr (T8)

+ V furn (@r) T (k= 2) + pxgr logm
< Ve Wet1) " W1 — k)

1
— 5V (1) " (Y1 — k) + firr1 logn

1
+ vfﬂk+1 (mk)—r(wk - Z) + ivfﬂkJrl (-'L'k)—r(yk+1 - xk) <
1 9 1 T
- 24 Hyk+1 —z” — e (Yrs1 — k) (T8 — 2)
(14)

The last inequality of (14) holds due to the condition in the
linesearch. By rewriting inequality (14) with z = vy and
z = x*, we have
(Lemma (3))
S Wa1) = fu(yk) — pilogn <

1
Funr W) — fy) < —%Hykﬂ — z|? (15)
1
= —(Yr41 — l’k)T(fﬂk — Yk)
Ck
1
Fugr (Yp1) — 7 < _f”yk+1 — a||?
o (16)

— —(Yr+1 — k) (2 — 2¥)

Ck
Now by defining 6 := f,, (yx) — f*, multiplying (15) by
Bk — 1, and adding the result to (16) we have

BrOk41—(Br — 1)0k — pr logn(By — 1) <
_ P
2Ck

- i(yk+1 — i) " (Brae — (Be — Dyp — 27)

Co
Multiplying above inequality by (x5, defining 87 _, := 87—
Bk and using the fact that (; < (,x_1 we can write
CeBidk+1 — Cr1Bi— 10k — prlognCr iy <

1
- §(||ﬁk(yk+1 — ) |I? (17)

+ 285 (Yr+1 — 1) T (Brwe — (Br — Dyx — 27))

kst — $k||2



Now one can verify that

1B (Yr+1 — k)|
+ 2Bk (yk1 — 1) (Berr — By — Dy — %) =

. (18)
| Beyr+1 — (Br — Dy, — z*||?
— B — (B — Dy — 2*|?
Then by using (17) and (18), we obtain
CrBrdki1 — Co—1Br_16k — pu lognCuBi_; <
1
- §(||5kyk+1 — (B — Dy — 2> (19)

— 1Brae = (B — Dyr. — ™)
In the right-hand terms of (19), we can drive the update rule
of xpq1,
BrYrk+1— (B =Dy —2" = Brt12k4+1— (Brt1— Dyk1—2"
(20)
which is equivalent to
(=14 Bk + Br+1) 1—5kyk
Br+1 Br+1
By combining (19) and (20) with uy, = Srxr — (B — 1)yx —
z* we obtain
CeBrdrt1 — Cr1Br_ 16k — b lognCeBi_, <
1
2
We want to reduce py in each iteration to reach our desired
error. Therefore we know that u; < pui—1. Then we have

Th41 = Yk41 +

2n

(urll® = lur+11%)

— app—_1lognCr_167_, + (a — 1) lognpfi_, <
— apklognCeBi_y + (a — 1)pg lognCeBi_y

= —pur lognCe By,
(22)

Let us define puy as follows

(b(a —1)+a B}
M =

a—1 B,
By substituting u in the left-hand side of (22) and using
(21) we have

CeBrdks1 — Co—1Br_10k — (ab — b+ a)pg—1lognCr—185_4

1
+ (ab — b+ a)ug log (B < 5 (llunll* — [lwesa *)

HE — kal)

(23)
Summing inequalities (23) from k = 1 to &k = T one obtains
CrB70r41 — CofBgo1 — (ab — b+ a)ug logn¢oBi <
1 1 1
Sl 2 = Sl < 5l
which implies

]| + G031 + (ab — b+ a)po log nGoA3
1< 5 (24)
QCTﬂT
By the definition of dp;; and Lemma 3, we then have

Sro

fyrs1) — f* <lognprir+
[Ju1||* + CoB501 + (ab — b+ a)po log néo 53
2¢r B2

(25)

To achieve ¢ error, we know that (; has a lower bound
e/(2logn), and uy is decreasing until it reaches £/(2logn).
Then, the second term in the right-hand side of (25) is equal
to £/2, and thanks to the fact that 8y > k/2 for all k, we
conclude that the e precision is guaranteed if 7' is greater
than

2v/2logn (|Jur]|2 + (oB261 + (ab — b+ a)ug log néoBZ)

- .
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