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Context

In recent years, there has been a growing interest in

inverse optimization as a way to reconstruct decision-

making processes from observed behavior. It has been

used in fields like transportation, control, and power

systems [2, 1], where we often have access to the out-

comes of optimal decisions but not the underlying rules

or preferences that generated them. This can be natu-

rally modeled as a parametric optimization problem to

infer the relationship between the input and the opti-

mal decision. Most research on inverse optimization has

focused on recovering the objective function, which can

even be formulated as a convex training program.

However, in many application domains, such as

Large Language Models (LLMs), the constraints in decision-making are unknown and context-

dependent, limiting the expressiveness of the inverse optimization framework. By learning the

feasible region of our inverse model, we can use the rich expressiveness of the inverse optimization

framework in domains like LLMs, which don’t have known constraints [3].

LLMs present a new and challenging application domain for inverse optimization. They exhibit

complex decision-making behavior, but the rules guiding their outputs are hidden. Inverse opti-

mization offers a way to uncover both what these models optimize for and the implicit constraints

shaping their decisions. Leveraging this rich, constraint-learning inverse optimization framework

could also yield valuable insights for training an LLM.
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Project tasks

This project will begin by exploring how the inverse optimization framework can be extended to

learn constraints. This extension leads to a non-convex problem that will require suitable solution

methods. The resulting constraint-learning-based inverse optimization approach will then be applied

to large language models in collaboration with Cognichip, starting with efforts to recover a strong

LLM model using supervised learning. The project goals are as follows:

1. Investigate data driven constrain estimation in the inverse optimization framework

2. Apply a proposed method to learn constraints in an inverse optimization benchmark

3. Integrate the method to use with Large Language Models
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